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1 INTRODUCTION 

The e-commerce industry has actually been 

substantially transformed by the enhancing use of 

Artificial Intelligence (AI) technologies, causing 

substantial improvements in customization, operational 

effectiveness, and decision-making precision (Páez, 

2019). These innovations support essential functions 

like recommending products, establishing prices 

dynamically, managing stock, and offering 

computerized client service (Jeevitha et al., 2023). 

Regardless of their favorable impacts, AI systems are 

frequently slammed for their absence of transparency, 

leading to an absence of understanding concerning 

exactly how decisions are made (Wang et al., 2022). 

This lack of transparency raises issues regarding count 

on, responsibility, justness, and ethical standards in 

ecommerce operations (Panwar et al., 2021). As 

consumers engage more with AI-driven platforms, 

dealing with these concerns has actually come to be a 

key focus for organizations seeking to preserve count 

on and competitiveness on the market (Jing et al., 2023). 

Explainable Artificial Intelligence (XAI) offers a 

solution to these challenges by highlighting 
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 This study explores the transformative role of Explainable Artificial Intelligence (XAI) 

in e-commerce, focusing on its potential to enhance consumer trust, transparency, and 

regulatory compliance. Through a systematic review of 42 peer-reviewed articles, this 

research examines the applications, challenges, and limitations of XAI techniques such 

as SHAP (Shapley Additive Explanations), LIME (Local Interpretable Model-Agnostic 

Explanations), and other interpretability frameworks in consumer-facing AI systems. 

The findings reveal that XAI significantly improves user trust and satisfaction by 

providing interpretable explanations for AI-driven decisions in areas like 

recommendation engines, fraud detection, and dynamic pricing. However, critical gaps 

remain, including the scalability of XAI methods for handling large datasets, their 

limited capacity to address systemic biases, and the need for personalized, user-centric 

explanations tailored to diverse audiences. The study also highlights the role of XAI in 

ensuring compliance with regulations such as GDPR and CCPA, showcasing its dual 

impact on operational transparency and legal adherence. By identifying these strengths 

and gaps, this research contributes to a deeper understanding of XAI’s potential and 

provides valuable insights for its effective integration into e-commerce platforms. These 

findings underscore the necessity of advancing XAI methodologies to meet the evolving 

demands of the digital marketplace. 
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interpretability and quality in AI decision-making 

procedures (Saeed & Omlin, 2023). XAI frameworks 

objective to make complex AI designs, such as those 

based upon deep understanding and semantic networks, 

more understandable to people while keeping their 

performance and efficiency (Haque et al., 2023). This 

interpretability is important for promoting trust amongst 

end-users and ensuring that AI systems comply with 

honest and regulative requirements (Arrieta et al., 

2020). For example, the General Data Security 

Regulation (GDPR) in the European Union applies the 

"right to description" for automated decision-making, 

calling for businesses to supply customers with clear 

understandings right into AI-driven processes (Vale et 

al., 2022). By incorporating XAI, e-commerce systems 

can satisfy these regulative demands while boosting 

user self-confidence in their services. Suggestion 

systems, a foundation of modern-day ecommerce 

systems, exhibit the advantages of XAI in increasing 

transparency and count on (Arrieta et al., 2020; 

Rahman, 2024). These systems affect consumer getting 

actions by suggesting items based upon formulas that 

commonly do not have interpretability. Standard 

referral methods, such as collective filtering system and 

content-based methods, often fall short to clarify their 

thinking to customers, possibly leading to mistrust and 

dissatisfaction (Rahman et al., 2024; Trivedi, 2024). 

XAI approaches, including Shapley Additive 

Explanations (SHAP) and Regional Interpretable 

Model-Agnostic Descriptions (LIME), address this 

issue by giving thorough insights into just how 

suggestions are produced (Laato et al., 2022; Rubel et 

al., 2024). These tools allow organizations to develop 

even more engaging and credible purchasing 

experiences, as individuals can much better recognize 

why details products are advised (Laato et al., 2022; 

Schoonderwoerd et al., 2021). 

In addition, Dynamic pricing, one more important 

application of AI in ecommerce, also advantages 

substantially from XAI (Talaat et al., 2023). AI-driven 

prices versions evaluate huge datasets, consisting of 

market patterns, customer preferences, and rival 

pricing, to optimize rate factors (Gianfagna & Di Cecco, 

2021). Nonetheless, the lack of transparency in these 

designs frequently causes client mistrust and 

understandings of unfairness, especially when rates 

differ substantially in between customers or areas 

(Adadi & Berrada, 2018). By leveraging XAI 

techniques, services can discuss the rationale behind 

prices choices, promoting justness and reducing 

possible consumer discontentment (Gramegna & 

Giudici, 2021). Additionally, interpretable prices 

models assist organizations straighten their techniques 

with honest practices, preventing biases or unintended 

inequitable impacts in price resolution (Páez, 2019). 

Furthermore, fraud detection, a crucial element of 

protected e-commerce procedures, represents another 

domain name where XAI plays a transformative duty. 

Typical scams discovery formulas depend on detailed 

data-driven patterns to recognize suspicious 

Figure 1: Artificial Intelligence in E-Commerce Market Size 2022 to 2032 (USD Billion) 
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transactions but often stop working to provide 

actionable explanations for their findings (Guidotti et 

al., 2021). This lack of interpretability can prevent 

individual approval and make complex governing 

compliance efforts. By including XAI, fraudulence 

discovery systems can supply clear and understandable 

explanations for flagged tasks, making it possible for 

services and consumers to much better comprehend and 

alleviate prospective dangers (Gramegna & Giudici, 

2021). Such openness not just boosts the dependability 

of these systems however also strengthens customer 

count on e-commerce platforms (Páez, 2019). 

In addition, client service automation, powered by AI 

innovations such as chatbots and virtual aides, has 

become a pivotal tool for boosting individual 

experiences in ecommerce (Vale et al., 2022). These 

systems handle a series of consumer interactions, from 

dealing with questions to taking care of grievances, 

usually making decisions that directly effect consumer 

complete satisfaction and loyalty (Haque et al., 2023). 

Nonetheless, their opaque nature can result in 

disappointment when individuals fall short to recognize 

the thinking behind computerized responses. XAI 

provides a solution by enabling customer support 

systems to give thorough explanations of their decision-

making processes, bridging the gap between device 

activities and human expectations (Akhter et al., 2024; 

Vale et al., 2022). This boosted transparency makes 

certain that automated systems supply more tailored and 

trustworthy communications. Additionally, the 

execution of XAI in ecommerce is not simply a 

technical improvement however also a calculated 

service initiative (Yu et al., 2021). By debunking AI 

systems, companies can enhance customer connections 

and distinguish themselves in a significantly 

competitive market. The interpretability given by XAI 

straightens with consumer expectations for justness and 

responsibility, allowing businesses to foster long-term 

commitment while mitigating risks connected with AI 

bias or errors (Laato et al., 2022). In an era where AI-

driven systems are ending up being integral to e-

commerce, the adoption of XAI techniques stands for 

an essential action toward accomplishing honest, clear, 

and user-centric operations (Schoonderwoerd et al., 

2021). This research study intends to investigate the 

integration of Explainable Artificial Intelligence (XAI) 

in e-commerce, focusing on its ability to foster count on 

and openness in AI-driven decision-making procedures. 

The purpose is to explore how XAI methods, such as 

Shapley Ingredient Descriptions (SHAP) and Local 

Interpretable Model-Agnostic Explanations (LIME), 

enhance interpretability in critical applications like 

referral engines, dynamic pricing, fraudulence 

discovery, and automated client service. By assessing 

the efficiency of these approaches, the research study 

seeks to highlight their role in enhancing user 

Figure 2: Percentage of Selected Articles on XAI Methods by Application Domains and Tasks 
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comprehension and contentment while making certain 

adherence to moral guidelines and governing demands. 

Furthermore, the research aims to provide a methodical 

evaluation of just how XAI can maximize the balance 

between AI performance and interpretability, offering 

workable understandings for constructing consumer 

self-confidence in ecommerce systems. 

2 LITERATURE REVIEW 

The integration of Explainable Expert system (XAI) in 

ecommerce has actually obtained substantial interest as 

services strive to address the challenges positioned by 

the lack of openness in AI-driven systems (Haque et al., 

2023; Schoonderwoerd et al., 2021). Typical AI 

models, especially those making use of artificial 

intelligence and deep discovering algorithms, often 

work as "black boxes," generating outputs without clear 

descriptions of their decision-making processes (Saeed 

& Omlin, 2023; Vale et al., 2022). This lack of openness 

can threaten trust amongst consumers, impede 

regulative conformity, and position moral obstacles. As 

e-commerce platforms progressively rely on AI for 

personalization, prices, fraudulence discovery, and 

client service, the requirement for interpretable and 

explainable systems has ended up being crucial. XAI 

offers the devices and structures essential to supply 

clear insights into these AI-driven procedures, 

cultivating trust fund and accountability. This area 

assesses the existing literature on XAI, focusing on its 

frameworks, methods, and applications in key 

ecommerce features. By systematically assessing 

research studies throughout various domains, the 

review determines toughness, limitations, and 

possibilities for the application of XAI in ecommerce. 

2.1 Explainable Artificial Intelligence (XAI) 

The conceptual foundations of Explainable Artificial 

Intelligence (XAI) revolve around two closely related 

but distinct concepts: explainability and interpretability 

(Adadi & Berrada, 2018; Haque et al., 2023). 

Interpretability refers to the degree to which a human 

can understand the cause of a decision made by an AI 

model, while explainability extends this understanding 

by providing clear, actionable insights into the model’s 

functioning (Talaat et al., 2023). Both concepts address 

the "black box" problem, which arises from the inherent 

complexity of AI systems, especially those based on 

machine learning and deep learning. The lack of 

transparency in these systems creates challenges in 

trust, accountability, and ethical compliance. For 

example, (Gramegna & Giudici, 2021) introduced 

Local Interpretable Model-Agnostic Explanations 

(LIME) as a method to provide interpretable outputs for 

any machine learning model, thus bridging the gap 

between technical complexity and human 

comprehension. Similarly, Shapley Additive 

Explanations (SHAP) emerged as a widely used 

technique to quantify the contribution of each feature to 

the AI model’s predictions, offering both 

interpretability and actionable insights (Sheu & 

Pardeshi, 2022). These techniques underscore the 

critical role of XAI in ensuring transparency and 

fairness in AI-driven decision-making (Arrieta et al., 

2020). 

Historically, the concept of interpretability in AI 

systems predates the emergence of modern machine 

learning techniques. Early AI models, such as decision 

trees and rule-based systems, were inherently 

interpretable because their logic was explicitly 

programmed (Páez, 2019). These systems, however, 

were limited in complexity and scope, restricting their 

applicability to simpler problems. The advent of 

machine learning, particularly neural networks, marked 

a paradigm shift in AI development but also introduced 

new challenges in interpretability due to the models’ 

intricate architectures and data-driven learning 

processes (Jung et al., 2023). This transition created a 

need for advanced techniques capable of explaining the 

Figure 3: Evolution of Interpretability in Artificial 

Intelligence Systems 
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operations of these more complex systems. The 

evolution of XAI methodologies has paralleled the 

increasing complexity of AI models. Techniques such 

as LIME and SHAP represent significant advancements 

in post-hoc interpretability, allowing for the explanation 

of predictions made by black-box models without 

requiring changes to the models themselves (Haque et 

al., 2023; Trivedi, 2024). Similarly, methods like 

Integrated Gradients and Counterfactual Explanations 

have emerged to provide more granular insights into the 

relationships between input features and model outputs 

(Talaat et al., 2023). These advancements highlight the 

field's growing focus on balancing interpretability with 

model performance, addressing the trade-offs that often 

arise when simplifying complex AI systems for human 

understanding (Guidotti et al., 2021). The shift from 

traditional algorithms to advanced XAI techniques has 

fundamentally changed how interpretability is achieved 

in AI systems. While early AI models relied on their 

inherent simplicity for transparency, modern 

approaches leverage sophisticated frameworks to make 

complex systems understandable. For instance, Sheu 

and Pardeshi (2022) proposed Layer-wise Relevance 

Propagation (LRP) as a method for explaining deep 

neural networks by mapping their decisions to input 

features. Similarly, attention mechanisms in neural 

networks, originally developed for tasks like natural 

language processing, have been adapted to provide 

interpretable insights in other domains (Nazar et al., 

2021). These advancements reflect a broader trend in AI 

research, where interpretability is no longer seen as an 

optional feature but as an essential component for 

building trust and accountability in AI-driven systems. 

2.2 XAI in E-Commerce 

The increasing reliance on Artificial Intelligence (AI) in 

e-commerce has significantly transformed consumer-

facing platforms, enabling advanced functionalities 

such as personalized recommendations, dynamic 

pricing, and fraud detection (Laato et al., 2022). 

However, the opacity of many AI models—commonly 

referred to as the "black box" nature—poses significant 

challenges in fostering consumer trust. As AI 

algorithms influence purchasing decisions and 

customer interactions, consumers demand greater 

transparency in understanding how these systems 

operate (Schoonderwoerd et al., 2021). For instance, 

Saeed and Omlin (2023) highlight that recommendation 

systems often operate without explainable logic, 

leading to user dissatisfaction and reduced trust. This 

dependency on AI systems necessitates adopting 

Explainable Artificial Intelligence (XAI) to provide 

clear, interpretable insights into decision-making 

processes, particularly in consumer-facing industries 

like e-commerce. Moreover, XAI plays a critical role in 

addressing trust issues by enabling consumers to 

understand the rationale behind AI-driven decisions. 

Trust in e-commerce platforms is heavily contingent on 

the transparency and perceived fairness of automated 

systems, especially in contexts like product 

recommendations and pricing algorithms (Talaat et al., 

2023). Sheu and Pardeshi (2022) demonstrated that 

techniques such as Local Interpretable Model-Agnostic 

Explanations (LIME) can bridge the gap between 

opaque models and user expectations by explaining 

individual predictions. Similarly, Langer et al. (2021) 

introduced Shapley Additive Explanations (SHAP), 

which quantify the contribution of each input feature to 

the model's output, enhancing user trust in AI systems. 

Research by Kong et al. (2024) further shows that 

transparent AI systems improve user engagement and 

loyalty, reinforcing the importance of XAI in consumer-

facing e-commerce platforms. 

 

Figure 4: Percentage of Selected Articles on XAI Methods by Application Domains and Tasks 
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Furthermore, accountability is another critical aspect 

influenced by the integration of XAI in e-commerce. 

AI-driven decisions often have significant implications 

for consumer rights, requiring platforms to explain how 

these decisions are made (Haque et al., 2023). For 

instance, dynamic pricing systems, which adjust prices 

based on factors such as demand and user behavior, can 

lead to perceptions of unfairness without adequate 

explanations (Kumar et al., 2024). By implementing 

XAI techniques, e-commerce platforms can ensure that 

their pricing models are not only accurate but also 

transparent and justifiable. Trivedi (2024) argue that 

explainable pricing algorithms mitigate consumer 

concerns about discrimination and price manipulation, 

thereby improving the accountability of AI-driven 

platforms. 

2.3 Popular XAI Techniques 

Model-specific techniques in Explainable Artificial 

Intelligence (XAI) are approaches designed for specific 

machine learning models, offering insights that align 

with the architecture and functioning of those models 

(Haque et al., 2023). Decision trees are a prominent 

example of inherently interpretable models, as they 

present decisions in a tree-like structure, making it 

straightforward for users to follow the logic (Arrieta et 

al., 2020). Similarly, linear regression and logistic 

regression models are naturally interpretable, as they 

explicitly define the relationship between input 

variables and the output (Talaat et al., 2023). 

Interpretable neural networks, such as self-explaining 

neural networks (Guidotti et al., 2021), enhance 

interpretability by incorporating mechanisms to 

generate explanations directly within their 

architectures. These model-specific approaches are 

invaluable in applications where simplicity and clarity 

are paramount, though they may sacrifice performance 

in handling complex, high-dimensional data compared 

to more opaque methods like deep learning models. In 

contrast to model-specific approaches, model-agnostic 

techniques provide a versatile framework for explaining 

any machine learning model, regardless of its 

complexity. One widely used model-agnostic method is 

Shapley Additive Explanations (SHAP), which 

leverages cooperative game theory to quantify the 

contribution of each feature to the model’s predictions 

(Guidotti et al., 2021; Laato et al., 2022). SHAP is 

particularly effective in providing global explanations, 

allowing users to understand the overall behavior of the 

model, as well as local explanations that focus on 

individual predictions. For instance, studies in 

healthcare have demonstrated SHAP’s ability to 

identify critical features influencing diagnostic 

decisions, enhancing trust in AI systems (Vale et al., 

2022). This flexibility has made SHAP a cornerstone of 

modern XAI techniques. 

Local Interpretable Model-Agnostic Explanations 

(LIME) is another widely recognized model-agnostic 

method, emphasizing local explanations for individual 

predictions. LIME works by approximating the 

behavior of a black-box model around a specific 

instance with a simpler, interpretable model such as 

linear regression (Gramegna & Giudici, 2021). By 

focusing on small, localized regions of the feature 

space, LIME provides actionable insights into how 

input variables influence specific outputs. This 

technique has been successfully applied in domains 

such as fraud detection, where understanding individual 

flagged transactions is critical for compliance and user 

Figure 5: Popular XAI Techniques 
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trust (Talaat et al., 2023). However, LIME’s reliance on 

localized approximations can sometimes lead to 

inconsistencies in explanations, especially in highly 

non-linear models. Moreover, Integrated Gradients is 

another model-agnostic technique that has gained 

prominence for its ability to explain deep learning 

models. This method computes the contribution of each 

input feature to the prediction by integrating gradients 

along a straight-line path from a baseline input to the 

actual input (Hailemariam et al., 2020). Integrated 

Gradients is particularly effective in visualizing the 

importance of features in image recognition tasks, 

where it can highlight specific pixels or regions that 

influence the model’s decisions. Gaur et al. (2022) 

demonstrated its effectiveness in image captioning 

systems, providing visual heatmaps to explain the 

regions of an image influencing textual descriptions. 

The method’s ability to handle high-dimensional data 

makes it a valuable tool for explaining complex AI 

systems. 

2.4 Visualization Tools in XAI 

Visualization plays a pivotal role in enhancing user 

understanding of complex AI systems by making 

abstract data and processes accessible and interpretable. 

The effectiveness of visualization lies in its ability to 

translate high-dimensional data and intricate model 

behavior into visual representations that can be easily 

understood by both technical and non-technical users 

(Hailemariam et al., 2020). For instance, heatmaps and 

feature importance graphs provide intuitive ways to 

identify which variables most influence a model's 

predictions. Gaur et al. (2022) demonstrated how 

visualization in AI-powered image recognition systems, 

such as Grad-CAM (Gradient-weighted Class 

Activation Mapping), highlights specific regions in an 

image that contribute to a classification decision. Such 

techniques foster trust by allowing users to visually 

verify and validate AI-generated outputs. Moreover, 

several visualization tools specifically cater to non-

technical users by simplifying the presentation of AI 

decision-making processes. For example, SHAP 

(Shapley Additive Explanations) visualization provides 

feature importance plots that show the contribution of 

each input variable to the overall prediction, enabling 

users to see how specific features influence outcomes 

(Aldughayfiq et al., 2023). Similarly, LIME (Local 

Interpretable Model-Agnostic Explanations) uses 

visualization to explain localized predictions by 

displaying feature weights for a specific instance 

(Gramegna & Giudici, 2021). These tools are widely 

used in domains such as healthcare, where clinicians 

can benefit from interpretable AI systems that visually 

convey the rationale behind diagnostic predictions 

(Talaat et al., 2023). Furthermore, Visualization tools in 

XAI also contribute to democratizing AI by making it 

accessible to a broader audience. By presenting 

complex concepts through intuitive visuals, these tools 

reduce the knowledge barrier between data scientists 

and end-users, enabling stakeholders across various 

domains to engage with AI systems effectively. For 

example, visualization dashboards that integrate SHAP 

and LIME outputs are increasingly used in financial and 

marketing sectors to explain customer segmentation and 

pricing decisions (Gaur et al., 2022). These tools 

enhance collaboration between AI developers and 

domain experts, ensuring that AI systems align with 

user expectations and ethical standards. 

2.5 Applications of XAI in E-Commerce 

Fraud detection and risk management are critical 

applications of Explainable Artificial Intelligence 

(XAI) in e-commerce, where trust and security are 

paramount (Milosevic, 2021; Vitorino et al., 2022). 

Traditional AI models for fraud detection often operate 

as black boxes, producing predictions without 

explaining their rationale, which can lead to skepticism 

among users and regulatory challenges (Saeed & 

Omlin, 2023). XAI addresses this by offering 

interpretability in fraud detection algorithms, enabling 

businesses to identify and understand suspicious 

activities with greater clarity. Techniques such as SHAP 

(Shapley Additive Explanations) and LIME (Local 

Interpretable Model-Agnostic Explanations) provide 

insights into how specific features, such as transaction 

amounts, geographic locations, or behavioral patterns, 

contribute to fraud predictions (Yu et al., 2021). These 

tools enhance the transparency and reliability of fraud 

Figure 6: Visualization Tools in XAI 

https://journal.aimintlllc.com/index.php/ITEJ


 Innovatech Engineering Journal 

DoI: 10.70937/itej.v2i01.53 

 

19 | P a g e  

 

detection systems, thereby fostering consumer 

confidence and operational effectiveness. The role of 

XAI in fraud detection extends beyond explanation to 

improving compliance with regulatory requirements. 

Regulations such as the General Data Protection 

Regulation (GDPR) mandate that automated decisions, 

including those related to fraud detection, be 

explainable to affected individuals (Parisineni & Pal, 

2023). Case studies demonstrate the effectiveness of 

XAI in meeting these compliance standards. For 

example, Rizinski et al. (2022) highlight how financial 

institutions have successfully used interpretable 

machine learning models to ensure regulatory 

adherence while maintaining high detection accuracy. 

Similarly, Gaur & Sahoo (2022) showed that 

visualizing fraud detection results using saliency maps 

improved auditors' ability to assess flagged 

transactions, thereby reducing false positives and 

enhancing regulatory reporting. 

In the domain of customer support and automation, XAI 

enhances the functionality and transparency of AI-

powered chatbots and virtual assistants. These tools are 

increasingly used in e-commerce to handle customer 

queries, complaints, and feedback, but their 

effectiveness depends on their ability to explain 

decisions and actions (Saeed & Omlin, 2023). XAI 

techniques allow these systems to provide clear 

explanations for their responses, such as why certain 

solutions are suggested or why specific queries are 

escalated to human agents. For instance, Haque et 

al.(2023) demonstrated how LIME could be used to 

interpret chatbot decision-making processes, enabling 

customers to better understand and trust automated 

interactions. Building consumer trust is a central 

objective of integrating XAI into customer support 

systems. Transparency in automated interactions 

ensures that customers feel more confident in the 

decisions made by AI systems, reducing frustration and 

enhancing satisfaction (Gaur & Sahoo, 2022b). Studies 

by Zhang and Chen (2020) showed that explainable 

customer support tools improve user engagement by 

clarifying the reasoning behind automated actions. 

Additionally, Rizinski et al. (2022) demonstrated that 

incorporating visualization techniques such as 

activation heatmaps in virtual assistants allows users to 

see the factors influencing AI-driven decisions, further 

strengthening trust in these systems. 

2.6 Regulatory Frameworks and GDPR and CCPA 

The General Data Protection Regulation (GDPR) and 

the California Consumer Privacy Act (CCPA) have 

established significant benchmarks for regulatory 

frameworks governing data protection and AI 

accountability. GDPR, enforced in the European Union, 

mandates transparency and the "right to explanation" 

for decisions made by automated systems, including 

those powered by Artificial Intelligence (AI) 

(Jiarpakdee et al., 2022). This provision ensures that 

individuals affected by AI-driven decisions can request 

meaningful information about the logic and data used in 

those processes. Similarly, the CCPA in the United 

States focuses on consumer privacy rights, granting 

individuals the ability to access, delete, and restrict the 

use of their personal data in AI systems (Rizinski et al., 

2022). These regulations underscore the growing 

importance of Explainable Artificial Intelligence (XAI) 

in ensuring compliance and fostering trust in AI-driven 

decision-making. 

GDPR has been instrumental in highlighting the ethical 

and legal implications of automated decision-making. 

Article 22 of GDPR emphasizes that individuals should 

not be subjected to decisions solely based on automated 

processing without appropriate safeguards 

(Aldughayfiq et al., 2023). This has driven the adoption 

of XAI techniques such as SHAP (Shapley Additive 

Figure 7: Applications of XAI in E-Commerce 
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Explanations) and LIME (Local Interpretable Model-

Agnostic Explanations), which provide interpretable 

outputs for black-box models (Meske et al., 2022). 

Studies show that businesses leveraging XAI not only 

achieve regulatory compliance but also enhance user 

trust by making their decision-making processes more 

transparent (Gramegna & Giudici, 2021; He et al., 2022; 

Vale et al., 2022). For example, financial institutions 

have integrated XAI into credit scoring models to 

comply with GDPR requirements while ensuring 

fairness and transparency in lending decisions (Sahu et 

al., 2024). The CCPA, while less explicit than GDPR in 

mandating explanations for AI-driven decisions, places 

a strong emphasis on consumer rights, particularly 

concerning data usage and consent (Vale et al., 2022). 

XAI plays a critical role in helping businesses comply 

with CCPA by enabling transparency in how personal 

data is utilized within AI systems. For instance, 

organizations implementing XAI tools such as feature 

attribution methods can provide users with clear 

insights into how their data influences AI predictions, 

aligning with CCPA’s requirements for data 

transparency (Sahu et al., 2024). Additionally, the 

integration of XAI helps mitigate the risks of non-

compliance, which can lead to significant financial 

penalties and reputational damage under CCPA 

enforcement. 

The broader implications of these regulatory 

frameworks highlight the necessity of XAI for ethical 

AI governance. Both GDPR and CCPA emphasize the 

principles of fairness, accountability, and transparency, 

which are foundational to responsible AI practices 

(Himeur et al., 2022). XAI techniques such as saliency 

maps and counterfactual explanations enable 

organizations to demonstrate compliance by providing 

interpretable evidence of fairness and non-

discrimination in AI-driven decisions (Chennupati & 

Vivek Kumar, 2024; Weber et al., 2023). For example, 

studies have shown that XAI can help organizations 

audit their AI models for biases and ensure that 

decisions align with societal values and legal standards 

(Himeur et al., 2022; Sahu et al., 2024). Regulatory 

frameworks like GDPR and CCPA not only drive the 

adoption of XAI but also set a precedent for the ethical 

use of AI globally. These regulations serve as a catalyst 

for innovation in XAI methodologies, prompting 

organizations to prioritize interpretability and 

transparency in their AI systems (Lee et al., 2024). By 

integrating XAI into their operational frameworks, 

businesses can navigate the complexities of data 

protection laws while building trust with consumers, 

ensuring that AI systems operate within the bounds of 

ethical and legal norms. 

2.7 Consumer Understanding and Adoption of XAI 

Bridging the gap in between technical descriptions and 

customer understanding is important for the successful 

adoption of Explainable Artificial Intelligence (XAI) in 

consumer-facing applications. Numerous AI designs, 

specifically those based upon deep learning, run as 

"black boxes," making their decision-making 

procedures nontransparent and tough for non-technical 

customers to understand (Himeur et al., 2022; Sahu et 

al., 2024). XAI aims to demystify these systems by 

providing interpretable outputs that can be quickly 

comprehended by customers. Methods such as SHAP 

(Shapley Additive Explanations) and LIME (Local 

Interpretable Model-Agnostic Descriptions) use 

streamlined explanations for intricate designs, 

permitting users to understand exactly how certain 

features affect decisions (Kaur & Singh, 2024). For 

instance, Sharma et al. (2022) demonstrated that SHAP 

visualizations properly interacted feature relevance to 

end-users in financial applications, cultivating higher 

trust in AI-driven choices. A considerable obstacle in 

achieving customer comprehension of XAI depends on 

customizing technical explanations to diverse user 

teams. Research study shows that extremely 

complicated explanations can push away individuals, 

particularly those without a technological history 

(Pantano & Pizzi, 2020; Zhang et al., 2019). To address 

this, visualization tools such as heatmaps and feature 

Figure 8: Regulatory frameworks for AI 
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attribution stories have actually confirmed reliable in 

streamlining intricate AI outcomes (Bawack et al., 

2021; Sharma et al., 2022). These tools existing user-

friendly visual representations of AI decision-making 

processes, allowing users to understand the rationale 

behind forecasts without requiring deep technical 

knowledge. For example, in e-commerce setups, 

visualizations explaining item recommendations have 

actually enhanced customer fulfillment and count on 

Zhang et al. (2019). 

Methods to enhance user interaction with XAI-driven 

platforms usually focus on boosting the openness and 

interactivity of AI systems. Interactivity permits users 

to check out how various inputs affect forecasts, 

advertising a much deeper understanding of the 

decision-making procedure (Biswas, 2023). Tools such 

as TensorFlow's What-If Device provide interactive 

interfaces where customers can manipulate variables 

and observe changes in forecasts in real time. These 

functions encourage active engagement and help 

individuals develop confidence in AI systems by 

showing their reliability and responsiveness to user 

input (Zhang et al., 2019). Studies reveal that 

interactivity not only enhances user understanding but 

likewise boosts approval of AI-driven systems (Biswas, 

2023; Sharma et al., 2022; Zhang et al., 2019). Structure 

consumer count on is a foundation of raising the 

adoption of XAI-driven platforms. Transparency in AI 

systems has been shown to directly affect customer 

count on, with researches highlighting that customers 

are more likely to engage with systems they view as 

reasonable and understandable (Bawack et al., 2021). 

For instance, Adadi and Berrada (2018) stressed the 

significance of clear explanations in promoting rely on 

medical care AI systems, where decisions frequently 

lug high risks. In a similar way, in financial 

applications, giving interpretable credit report versions 

has been shown to boost customer fulfillment and 

approval by clearing up the reasoning behind financing 

approvals or rejections (Sharma et al., 2022). Finally, 

cultural and mental aspects play a considerable role in 

customer fostering of XAI. Researches suggest that 

individuals' trust in technology differs across cultural 

contexts and that explainability needs have to be 

tailored to straighten with social standards and values 

(Pantano & Pizzi, 2020). Additionally, supplying user-

centric descriptions that consider psychological 

elements, such as cognitive lots and data processing 

preferences, enhances individual comprehension and 

interaction (Ushada et al., 2022). By integrating these 

understandings into the layout of XAI systems, 

companies can develop extra comprehensive and 

effective platforms that meet the varied demands of 

their customer base. 

2.8 Research Gaps in XAI for E-Commerce 

In spite of the rapid innovations in Explainable 

Artificial Intelligence (XAI) and its adoption in e-

commerce, a number of substantial research study 

spaces continue to be. One essential area is the lack of 

standard assessment metrics to assess the effectiveness 

of XAI strategies in consumer-facing applications 

(Kumar et al., 2024). Present analysis techniques are 

usually subjective, relying on user comments and 

qualitative procedures, which do not record the 

subtleties of different use instances. As an example, 

Vale et al. (2022) highlighted the difficulties of 

comparing the interpretability of LIME with other 

methods like SHAP, as user choices and domain-

specific demands vary. Developing robust, quantitative 

metrics that include functionality, trust fund, and 

accuracy stays an open challenge, especially for 

applications like referral systems and dynamic prices 

models (Arrieta et al., 2020). 

One more important research study gap is the limited 

exploration of XAI's scalability in dealing with large 

and complex datasets regular of ecommerce systems. 

While many XAI strategies, such as SHAP and LIME, 

have been efficiently carried out on smaller sized 

datasets, their performance typically wears away when 

related to high-dimensional data or real-time systems 

(Saeed & Omlin, 2023). The computational overhead of 

generating descriptions can impede their functionality 

in applications like fraud discovery, where rate is 

essential (Weber et al., 2023). Vale et al. (2022) 

emphasized the demand for extra effective formulas that 

stabilize scalability with interpretability, making sure 

that XAI strategies can be effortlessly incorporated 

right into large ecommerce procedures. The 

contextualization of explanations for diverse user 

groups represents an additional underexplored area in 

XAI research study. Various stakeholders, including 

customers, business analysts, and programmers, need 

customized explanations to fulfill their specific 

requirements (Arrieta et al., 2020). Nevertheless, many 

current XAI versions supply common outputs, which 

may not align with the differing degrees of technical 

competence or decision-making contexts. Durán (2021) 

suggested that personalized descriptions, which adjust 
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to individual preferences and cognitive capabilities, are 

crucial for fostering broader acceptance and trust in 

XAI-driven systems. This space is especially noticeable 

in customer assistance automation, where customers 

usually struggle to recognize the reasoning behind 

chatbot choices (Weber et al., 2023). 

Identified Gap Description References 

Lack of 

standardized 

evaluation metrics 

Current evaluation methods rely on subjective measures 

like user feedback and lack robust, quantitative metrics for 

usability, trust, and accuracy. 

Huang (2011); Jung et al., (2023); 

Sulikowski & Zdziebko (2020); 

Zimmermann et al. (2022)  
Limited scalability 

for large datasets 

XAI techniques like SHAP and LIME struggle with high-

dimensional data and real-time applications due to 

computational overhead. 

Guha (2021); Philip Olaseni & 

Babajide Tolulope (2024); Zhu et 

al. (2023)  
Contextualization of 

explanations for 

diverse user groups 

Most XAI models produce generic outputs that do not cater 

to the varying needs of consumers, analysts, and 

developers, requiring more tailored explanations.  

Maicher et al. (2022) 

Bias mitigation and 

fairness in XAI 

systems 

XAI systems often fail to reveal or address biases in 

training data or model architectures, potentially leading to 

discriminatory outcomes. 

Arrieta et al. (2020); Mustafa 

Ayobami et al. (2024); Yu et al. 

(2021)  
Integration of XAI 

with regulatory 

frameworks 

Regulatory frameworks like GDPR and CCPA emphasize 

transparency but provide limited guidance for practical 

implementation of XAI. 

Trivedi (2024) 

Bias reduction and fairness in XAI systems also 

continue to be inadequately resolved in the ecommerce 

domain name. While XAI aims to enhance openness, it 

usually stops working to resolve the underlying 

prejudices in the training information or design style 

(Pathak et al., 2010). Research studies reveal that even 

explainable versions can generate biased outcomes if 

the descriptions do not disclose important biased 

patterns (Yu et al., 2021). For instance, credit rating 

models that provide feature significance rankings may 

still punish particular demographic teams without clear 

reasons. Research study by Jung et al. (2023) 

underscores the demand for XAI methods that not just 

discuss yet likewise proactively reduce predispositions, 

guaranteeing ethical positioning in e-commerce 

techniques. Ultimately, the assimilation of XAI with 

regulative frameworks such as GDPR and CCPA offers 

recurring challenges. While these laws highlight the 

value of openness and user rights, there is limited 

support on just how organizations can effectively apply 

XAI to attain conformity (Vitorino et al., 2022). The 

majority of research studies focus on academic 

frameworks, with few useful applications in real-world 

ecommerce systems. For example, Rizinski et al. (2022) 

demonstrated the applicability of SHAP for regulatory 

compliance, but their searchings for are yet to be 

confirmed throughout varied sectors and regulatory 

atmospheres. Bridging this gap needs interdisciplinary 

study that integrates lawful, technical, and user-centric 

point of views to make certain that XAI aligns with 

advancing regulatory requirements. 

3 METHOD 

This study adhered to the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

guidelines to ensure a structured, transparent, and 

rigorous review process. PRISMA provides a 

framework for conducting systematic reviews, 

facilitating reproducibility, and minimizing bias 

throughout the research process. The methodology 

involved multiple sequential steps, each designed to 

achieve comprehensive coverage of relevant literature 

while maintaining the highest standards of rigor and 

transparency. The review began with a clearly defined 

research question aimed at exploring the applications, 

challenges, and potential of Explainable Artificial 

Intelligence (XAI) in e-commerce. The objectives 

included identifying key XAI techniques, evaluating 

their role in enhancing transparency and trust, and 

uncovering gaps in the existing research. The focus was 

placed on literature that addressed technical, ethical, 

and practical aspects of XAI in consumer-facing 

platforms. By narrowing the scope, the study ensured 

relevance and precision in the selection of articles. 

3.1 Search Strategy 

A systematic search strategy was developed to identify 

peer-reviewed articles, conference papers, and reviews 

related to XAI in e-commerce. Databases such as 

Scopus, IEEE Xplore, Web of Science, and PubMed 

were used. The search incorporated a combination of 

keywords, including "Explainable Artificial 

Table 1: Identified research gap 
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Intelligence," "XAI in e-commerce," "trust in AI," 

"transparent AI systems," and "consumer adoption of 

AI." Boolean operators (AND, OR) and truncation were 

applied to refine the search results. To enhance the 

comprehensiveness of the search, manual screening of 

references from key articles was conducted. This 

process resulted in the identification of 280 articles. 

3.2 Eligibility Criteria 

Inclusion and exclusion criteria were established to 

ensure the relevance and quality of the selected studies. 

Articles published between 2010 and 2024 were 

included to capture recent advancements in XAI. 

Studies focusing on technical developments, ethical 

considerations, and real-world applications of XAI in e-

commerce were prioritized. Exclusion criteria 

encompassed papers that lacked empirical evidence, 

focused on unrelated AI domains, or were published in 

non-peer-reviewed sources. After applying these 

criteria, the dataset was reduced to 120 articles for 

detailed screening. 

3.3 Screening and Selection 

The titles and abstracts of the 120 articles were screened 

independently by two researchers to assess their 

relevance to the research objectives. Discrepancies in 

selection were resolved through discussion, ensuring a 

consensus-driven approach. After this step, 68 articles 

were selected for full-text review. Each article was then 

evaluated for methodological quality, data integrity, and 

alignment with the study’s objectives. Following the 

full-text review, 42 articles were deemed suitable for 

inclusion in the final analysis. 

3.4 Final Inclusion 

Key information was extracted from the 42 selected 

articles, including the study’s objectives, 

methodologies, findings, and implications. Data 

extraction was carried out using a standardized form to 

ensure consistency. The extracted data were then 

synthesized to provide a comprehensive overview of the 

role of XAI in e-commerce. Themes such as consumer 

trust, bias mitigation, scalability, and regulatory 

compliance emerged as focal points during the 

synthesis. 

4 FINDINGS 

The systematic evaluation highlighted that Explainable 

Artificial Intelligence (XAI) significantly boosts 

consumer trust fund and openness in e-commerce. 

Amongst the 42 reviewed articles, 25 research studies 

highlighted the duty of interpretability in boosting 

customer self-confidence, especially in consumer-

facing applications like referral engines and fraudulence 

discovery systems. Collectively mentioned over 1,000 

times, these write-ups revealed that explainable 

versions permit customers to understand the reasoning 

behind AI-driven decisions, making them most likely to 

count on and involve with such systems. For instance, 

when product suggestions include clear, aesthetic 

explanations of why things were recommended, 

individuals report higher satisfaction and are more 

likely to depend on the platform for future acquisitions. 

These searchings for illustrate the centrality of XAI in 

promoting commitment and rely on ecommerce 

systems, emphasizing its transformative influence on 

individual experience. 

Scalability became an essential obstacle for XAI 

strategies in ecommerce, specifically in taking care of 

Figure 9:PRISMA Methodology adapted for this study 
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the huge datasets characteristic of these platforms Of 

the reviewed articles, 19 specifically resolved 

scalability problems, amassing over 800 combined 

citations. While devices like SHAP (Shapley Additive 

Descriptions) and LIME (Regional Interpretable 

Model-Agnostic Explanations) are effective in 

supplying understandings right into AI decisions, their 

application in real-time systems such as vibrant pricing 

stays constrained by computational needs. These posts 

emphasized that XAI approaches, while robust in 

controlled, fixed atmospheres, often struggle to keep 

performance effectiveness in dynamic, high-volume 

circumstances. The searchings for highlight the demand 

for developing lightweight, scalable XAI algorithms 

with the ability of supplying real-time explanations 

without jeopardizing system performance, a demand 

necessary for the seamless assimilation of XAI in large 

ecommerce systems. 

Bias mitigation was an additional significant style 

identified in the searchings for, with 16 researches 

attending to the limitations of XAI in spotting and 

correcting predispositions in AI systems. These 

researches, mentioned over 700 times, revealed that 

while XAI boosts openness, it usually stops working to 

uncover systemic biases embedded in training 

information or model architectures. In applications such 

as credit report and hiring, these predispositions can 

lead to prejudiced outcomes, weakening the honest 

stability of AI systems. For example, research studies 

showed that also when function relevance positions are 

given, the descriptions might obscure vital inequitable 

patterns that influence specific market teams. This void 

highlights the demand for incorporating fairness-

focused strategies with XAI to guarantee that 

explainable versions are not only transparent but 

likewise fair in their decision-making processes. 

The duty of XAI in regulatory conformity emerged as a 

main vehicle driver for its adoption in ecommerce, as 

highlighted by 20 of the reviewed articles. These posts, 

jointly cited over 900 times, showed that XAI devices 

play a critical role in conference lawful demands such 

as those laid out in the General Information Protection 

Regulation (GDPR) and the California Consumer 

Personal Privacy Act (CCPA). By supplying 

interpretable outputs for automated decisions, XAI 

enables companies to stick to lawful requireds needing 

openness and liability. As an example, fraudulence 

discovery systems that leverage XAI not only enhance 

customer count on yet also provide clear, defensible 

descriptions for decisions, ensuring conformity with 

information defense laws. These searchings for 

underscore the double advantage of XAI in boosting 

functional transparency while lining up with governing 

frameworks, making it an important property for 

businesses operating in extremely regulated 

atmospheres. Ultimately, the evaluation highlighted a 

Figure 10: Summary of the findings in XAI research for e-commerce 
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significant void in the user-centric style of XAI devices, 

with 18 write-ups emphasizing the need for descriptions 

customized to varied individual groups. These articles, 

cited more than 800 times, explained that generic 

explanations commonly fall short to reverberate with 

non-technical customers, limiting the wider adoption of 

XAI-driven systems. Individualized explanations that 

adapt to user preferences, cognitive abilities, and 

contextual needs were recognized as an essential area 

for advancement. For instance, in customer assistance 

automation, individuals often struggle to comprehend 

the thinking behind chatbot actions as a result of an 

absence of customized explanations. The searchings for 

suggest that integrating user-centric functions right into 

XAI systems can bridge the gap between technological 

complexity and consumer comprehension, driving 

higher approval prices and promoting a more inclusive 

adoption of AI technologies in ecommerce. 

5 DISCUSSION 

The searchings for of this study confirm the 

transformative potential of Explainable Artificial 

Intelligence (XAI) in improving customer count on and 

transparency in ecommerce, straightening with earlier 

research study that stressed the significance of 

interpretability in AI systems (Milosevic, 2021). This 

review disclosed that XAI significantly enhances 

individual self-confidence by making AI-driven 

decisions much more transparent, particularly in 

referral systems and fraudulence detection applications. 

Earlier research studies, such as Gaur and Sahoo (2022) 

and Vale et al. (2022), demonstrated comparable 

results, where explainable models enhanced user 

contentment and involvement. However, this research 

study extends previous work by giving evidence that 

user count on XAI systems is likewise affected by just 

how properly descriptions are customized to private 

demands. While earlier research study focused mostly 

on the technological toughness of XAI approaches, this 

study highlights the value of user-centric approaches in 

promoting depend on and commitment in ecommerce 

platforms. Among the vital challenges determined in 

this research is the scalability of XAI techniques in 

large-scale ecommerce operations, a searching for that 

enhances previous research study by Jiarpakdee et al. 

(2022). These authors kept in mind that while devices 

like SHAP and LIME are effective for smaller sized 

datasets, they have a hard time to maintain effectiveness 

in high-volume, real-time situations. The current 

searchings for reinforce this limitation, showing that 

computational overhead stays a significant obstacle to 

the smooth integration of XAI in applications such as 

vibrant rates (Zimmermann et al., 2022). Nonetheless, 

unlike earlier research studies, this testimonial likewise 

identifies the demand for hybrid methods that combine 

the interpretability of XAI with computational 

effectiveness, offering a path to deal with scalability 

challenges. These understandings emphasize the 

evolving demands of ecommerce systems, where real-

time, explainable decision-making is important to 

keeping competitive advantage. 

Bias mitigation was another substantial style, with 

findings showing that XAI usually falls short to attend 

to underlying prejudices in training data or model 

architectures. This searching for straightens with earlier 

work by Parisineni and Pal (2023), that highlighted the 

restrictions of explainable models in avoiding 

prejudiced outcomes. However, the present evaluation 

offers a much more nuanced viewpoint, showing that 

even when XAI strategies supply transparency, they 

might obscure systemic biases impacting specific group 

teams (Jung et al., 2023). For instance, while earlier 

studies demonstrated the utility of function significance 

rankings in determining influential variables, this study 

located that these explanations might not adequately 

disclose discriminatory patterns (Saeed & Omlin, 

2023). This comparison emphasizes the demand for 

incorporating fairness-focused methodologies with XAI 

to make sure ethical decision-making in ecommerce 

applications. 

The duty of XAI in regulatory compliance became an 

important motorist for its fostering, constant with earlier 

study by Gaur and Sahoo (2022) and Vale et al. (2022). 

These researches emphasized the utility of XAI in 

meeting the "appropriate to explanation" needs under 

laws such as GDPR and CCPA. The findings of this 

review corroborate these insurance claims, showing that 

explainable systems not just improve compliance yet 

additionally boost customer depend on by giving clear, 

defensible reasons for AI-driven decisions. However, 

this study contributes to the literature by highlighting 

the twin benefits of governing conformity and 

functional transparency (Rawat et al., 2020). For 

instance, fraud detection systems that include XAI were 

revealed to concurrently please legal requireds and 

foster customer self-confidence, a synergy that earlier 

research studies did not check out thoroughly. 

Ultimately, the findings highlight a considerable space 
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in the user-centric layout of XAI tools, prolonging the 

observations made by Meske et al. (2022). While earlier 

study concentrated on the technological elements of 

description approaches, this research highlights the 

significance of customizing explanations to diverse user 

groups. As an example, the testimonial discovered that 

generic explanations typically stop working to fulfill the 

demands of non-technical users, restricting the more 

comprehensive adoption of XAI systems. This aligns 

with the job of Yu et al. (2021), who highlighted the 

value of contextualizing explanations for different 

stakeholders. Nonetheless, this study goes additionally 

by recommending that customized explanations, which 

adjust to user preferences and cognitive capacities, are 

essential for bridging the gap in between technical 

intricacy and consumer understanding. These 

understandings give a roadmap for future r & d 

initiatives focused on making XAI more available and 

effective for varied audiences in e-commerce. 

6 CONCLUSION 

This study highlights the transformative potential of 

Explainable Artificial Intelligence (XAI) in addressing 

critical challenges in e-commerce, including enhancing 

consumer trust, mitigating biases, and ensuring 

regulatory compliance. By systematically reviewing 42 

studies, the findings demonstrate that XAI techniques, 

such as SHAP and LIME, significantly improve 

transparency in AI-driven systems, particularly in 

applications like recommendation engines and fraud 

detection. However, the study also uncovers key gaps, 

such as the scalability of XAI methods for large-scale 

datasets and their limited ability to address systemic 

biases in training data and model architectures. 

Moreover, the importance of user-centric design 

emerges as a pivotal factor, emphasizing the need for 

tailored explanations that accommodate diverse user 

groups and cognitive preferences. Compared to earlier 

research, this review not only reinforces the critical role 

of XAI in fostering trust and compliance but also 

extends the discussion by identifying the need for 

hybrid methods and personalized approaches. These 

insights underscore the dual role of XAI as both a 

technical solution and a strategic tool for building 

ethical, transparent, and consumer-focused e-commerce 

platforms. This comprehensive understanding provides 

a foundation for further advancements in XAI, ensuring 

its continued relevance in the rapidly evolving digital 

marketplace. 

REFERENCES 

Adadi, A., & Berrada, M. (2018). Peeking Inside the 

Black-Box: A Survey on Explainable Artificial 

Intelligence (XAI). IEEE Access, 6(NA), 

52138-52160. 

https://doi.org/10.1109/access.2018.2870052  

Akhter, N. F., Mia, A., & Talukder, M. J. (2024). 

Python-Based Hybrid Ai Models For Real-

Time Grid Stability Analysis In 

Solar Energy Networks. Frontiers in Applied 

Engineering and Technology, 1(01), 139-156. 

https://doi.org/10.70937/faet.v1i01.24  

Aldughayfiq, B., Ashfaq, F., Jhanjhi, N. Z., & 

Humayun, M. (2023). Explainable AI for 

Retinoblastoma Diagnosis: Interpreting Deep 

Learning Models with LIME and SHAP. 

Diagnostics (Basel, Switzerland), 13(11), 1932-

1932. 

https://doi.org/10.3390/diagnostics13111932  

Arrieta, A. B., Díaz-Rodríguez, N., Del Ser, J., 

Bennetot, A., Tabik, S., Barbado, A., García, S., 

Gil-Lopez, S., Molina, D., Benjamins, R., 

Chatila, R., & Herrera, F. (2020). Explainable 

Artificial Intelligence (XAI): Concepts, 

Taxonomies, Opportunities and Challenges 

toward Responsible AI. Information Fusion, 

58(NA), 82-115. 

https://doi.org/10.1016/j.inffus.2019.12.012  

Bawack, R. E., Wamba, S. F., & Carillo, K. (2021). A 

framework for understanding artificial 

intelligence research: insights from practice. 

Journal of Enterprise Information 

Management, 34(2), 645-678. 

https://doi.org/10.1108/jeim-07-2020-0284  

Biswas, S. (2023). ChatGPT and the Future of Medical 

Writing. Radiology, 307(2), e223312-NA. 

https://doi.org/10.1148/radiol.223312  

Chennupati, A., & Vivek Kumar, M. (2024). AI-driven 

Risk Assessment Algorithm for Secured 

transactions in E-Commerce applications. 2024 

15th International Conference on Computing 

Communication and Networking Technologies 

(ICCCNT), 1-6. 

https://doi.org/10.1109/icccnt61001.2024.1072

4881  

Durán, J. M. (2021). Dissecting scientific explanation 

in AI (sXAI): A case for medicine and 

healthcare. Artificial Intelligence, 297(NA), 

https://journal.aimintlllc.com/index.php/ITEJ
https://doi.org/10.1109/access.2018.2870052
https://doi.org/10.70937/faet.v1i01.24
https://doi.org/10.3390/diagnostics13111932
https://doi.org/10.1016/j.inffus.2019.12.012
https://doi.org/10.1108/jeim-07-2020-0284
https://doi.org/10.1148/radiol.223312
https://doi.org/10.1109/icccnt61001.2024.10724881
https://doi.org/10.1109/icccnt61001.2024.10724881


 Innovatech Engineering Journal 

DoI: 10.70937/itej.v2i01.53 

 

27 | P a g e  

 

103498-NA. 

https://doi.org/10.1016/j.artint.2021.103498  

Gaur, L., Bhandari, M., Razdan, T., Mallik, S., & Zhao, 

Z. (2022). Explanation-Driven Deep Learning 

Model for Prediction of Brain Tumour Status 

Using MRI Image Data. Frontiers in genetics, 

13(NA), 822666-NA. 

https://doi.org/10.3389/fgene.2022.822666  

Gaur, L., & Sahoo, B. M. (2022a). Explainable AI in 

ITS: Ethical Concerns. In (Vol. NA, pp. 79-90). 

Springer International Publishing. 

https://doi.org/10.1007/978-3-031-09644-0_5  

Gaur, L., & Sahoo, B. M. (2022b). Explainable 

Artificial Intelligence for Intelligent 

Transportation Systems (Vol. NA). Springer 

International Publishing. 

https://doi.org/10.1007/978-3-031-09644-0  

Gianfagna, L., & Di Cecco, A. (2021). Model-Agnostic 

Methods for XAI. In (Vol. NA, pp. 81-113). 

Springer International Publishing. 

https://doi.org/10.1007/978-3-030-68640-6_4  

Gramegna, A., & Giudici, P. (2021). SHAP and LIME: 

An Evaluation of Discriminative Power in 

Credit Risk. Frontiers in artificial intelligence, 

4(NA), 752558-NA. 

https://doi.org/10.3389/frai.2021.752558  

Guha, R. (2021). Improving the Performance of an 

Artificial Intelligence Recommendation Engine 

with Deep Learning Neural Nets. 2021 6th 

International Conference for Convergence in 

Technology (I2CT), NA(NA), 1-7. 

https://doi.org/10.1109/i2ct51068.2021.94179

36  

Guidotti, R., Monreale, A., Pedreschi, D., & Giannotti, 

F. (2021). Principles of Explainable Artificial 

Intelligence. In (Vol. NA, pp. 9-31). Springer 

International Publishing. 

https://doi.org/10.1007/978-3-030-76409-8_2  

Hailemariam, Y., Yazdinejad, A., Parizi, R. M., 

Srivastava, G., & Dehghantanha, A. (2020). 

GLOBECOM (Workshops) - An Empirical 

Evaluation of AI Deep Explainable Tools. 2020 

IEEE Globecom Workshops (GC Wkshps, 

NA(NA), 1-6. 

https://doi.org/10.1109/gcwkshps50303.2020.9

367541  

Haque, A. K. M. B., Islam, A. K. M. N., & Mikalef, P. 

(2023). Explainable Artificial Intelligence 

(XAI) from a user perspective: A synthesis of 

prior literature and problematizing avenues for 

future research. Technological Forecasting and 

Social Change, 186(NA), 122120-122120. 

https://doi.org/10.1016/j.techfore.2022.122120  

He, X., Hong, Y., Zheng, X., & Zhang, Y. (2022). What 

Are the Users' Needs? Design of a User-

Centered Explainable Artificial Intelligence 

Diagnostic System. International Journal of 

Human–Computer Interaction, 39(7), 1519-

1542. 

https://doi.org/10.1080/10447318.2022.20950

93  

Himeur, Y., Sayed, A., Alsalemi, A., Bensaali, F., 

Amira, A., Varlamis, I., Eirinaki, M., Sardianos, 

C., & Dimitrakopoulos, G. (2022). Blockchain-

based recommender systems: Applications, 

challenges and future opportunities. Computer 

Science Review, 43(NA), 100439-NA. 

https://doi.org/10.1016/j.cosrev.2021.100439  

Huang, S.-l. (2011). Designing utility-based 

recommender systems for e-commerce: 

Evaluation of preference-elicitation methods. 

Electronic Commerce Research and 

Applications, 10(4), 398-407. 

https://doi.org/10.1016/j.elerap.2010.11.003  

Jeevitha, K., Noorullah, R. M., & Mohammed, M. 

(2023). Predicting User Likes in Online 

Shopping Using Artificial Intelligence and Big 

Data Analytics. 2023 4th International 

Conference on Smart Electronics and 

Communication (ICOSEC), NA(NA), 973-979. 

https://doi.org/10.1109/icosec58147.2023.102

76145  

Jiarpakdee, J., Tantithamthavorn, C. K., Dam, H. K., & 

Grundy, J. (2022). An Empirical Study of 

Model-Agnostic Techniques for Defect 

Prediction Models. IEEE Transactions on 

Software Engineering, 48(1), 166-185. 

https://doi.org/10.1109/tse.2020.2982385  

Jing, Y., Zhao, L., Zhu, K., Wang, H., Wang, C., & Xia, 

Q. (2023). Research Landscape of Adaptive 

Learning in Education: A Bibliometric Study on 

Research Publications from 2000 to 2022. 

Sustainability, 15(4), 3115-3115. 

https://doi.org/10.3390/su15043115  

Jung, J., Lee, H., Jung, H., & Kim, H. (2023). Essential 

properties and explanation effectiveness of 

explainable artificial intelligence in healthcare: 

A systematic review. Heliyon, 9(5), e16110-

https://journal.aimintlllc.com/index.php/ITEJ
https://doi.org/10.70937/itej.v2i01.48
https://doi.org/10.1016/j.artint.2021.103498
https://doi.org/10.3389/fgene.2022.822666
https://doi.org/10.1007/978-3-031-09644-0_5
https://doi.org/10.1007/978-3-031-09644-0
https://doi.org/10.1007/978-3-030-68640-6_4
https://doi.org/10.3389/frai.2021.752558
https://doi.org/10.1109/i2ct51068.2021.9417936
https://doi.org/10.1109/i2ct51068.2021.9417936
https://doi.org/10.1007/978-3-030-76409-8_2
https://doi.org/10.1109/gcwkshps50303.2020.9367541
https://doi.org/10.1109/gcwkshps50303.2020.9367541
https://doi.org/10.1016/j.techfore.2022.122120
https://doi.org/10.1080/10447318.2022.2095093
https://doi.org/10.1080/10447318.2022.2095093
https://doi.org/10.1016/j.cosrev.2021.100439
https://doi.org/10.1016/j.elerap.2010.11.003
https://doi.org/10.1109/icosec58147.2023.10276145
https://doi.org/10.1109/icosec58147.2023.10276145
https://doi.org/10.1109/tse.2020.2982385
https://doi.org/10.3390/su15043115


Innovatech Engineering Journal 
Page No: 12-30 

 

28 | P a g e  

 

e16110. 

https://doi.org/10.1016/j.heliyon.2023.e16110  

Kaur, J., & Singh, M. (2024). Smart Money, Smarter 

Minds. In (Vol. NA, pp. 135-160). IGI Global. 

https://doi.org/10.4018/979-8-3693-3264-

1.ch008  

Kong, X., Liu, S., & Zhu, L. (2024). Toward Human-

centered XAI in Practice: A survey. Machine 

Intelligence Research, 21(4), 740-770. 

https://doi.org/10.1007/s11633-022-1407-3  

Kumar, A., Hora, H., Rohilla, A., Kumar, P., & Gautam, 

R. (2024). Explainable Artificial Intelligence 

(XAI) for Healthcare: Enhancing Transparency 

and Trust. In (pp. 295-308). Springer Nature 

Singapore. https://doi.org/10.1007/978-981-

97-7371-8_23  

Laato, S., Tiainen, M., Najmul Islam, A. K. M., & 

Mäntymäki, M. (2022). How to explain AI 

systems to end users: a systematic literature 

review and research agenda. Internet Research, 

32(7), 1-31. https://doi.org/10.1108/intr-08-

2021-0600  

Langer, M., Oster, D., Speith, T., Hermanns, H., 

Kästner, L., Schmidt, E., Sesing, A., & Baum, 

K. (2021). What do we want from Explainable 

Artificial Intelligence (XAI)? – A stakeholder 

perspective on XAI and a conceptual model 

guiding interdisciplinary XAI research. 

Artificial Intelligence, 296(NA), 103473-NA. 

https://doi.org/10.1016/j.artint.2021.103473  

Lee, N.-T., Lee, H.-C., Hsin, J., & Fang, S.-H. (2024). 

Prediction of Customer Behavior Changing via 

a Hybrid Approach. IEEE Open Journal of the 

Computer Society, 5(NA), 27-38. 

https://doi.org/10.1109/ojcs.2023.3336904  

Maicher, K. R., Stiff, A., Scholl, M., White, M., Fosler-

Lussier, E., Schuler, W., Serai, P., Sunder, V., 

Forrestal, H., Mendella, L., Adib, M., Bratton, 

C., Lee, K., & Danforth, D. R. (2022). Artificial 

intelligence in virtual standardized patients: 

Combining natural language understanding and 

rule based dialogue management to improve 

conversational fidelity. Medical teacher, 45(3), 

1-285. 

https://doi.org/10.1080/0142159x.2022.21302

16  

Meske, C., Abedin, B., Klier, M., & Rabhi, F. (2022). 

Explainable and responsible artificial 

intelligence. Electronic markets, 32(4), 2103-

2106. https://doi.org/10.1007/s12525-022-

00607-2  

Milosevic, Z. (2021). Enabling scalable AI for Digital 

Health: interoperability, consent and ethics 

support. 2021 IEEE 25th International 

Enterprise Distributed Object Computing 

Workshop (EDOCW), NA(NA), 18-27. 

https://doi.org/10.1109/edocw52865.2021.000

28  

Mustafa Ayobami, R., Hameedat Bukola, O., Timothy 

Tolulope, O., Wilhelmina Afua, A., Onyeka 

Chrisanctus, O., & Adedoyin Tolulope, O. 

(2024). E-commerce and consumer behavior: A 

review of AI-powered personalization and 

market trends. GSC Advanced Research and 

Reviews, 18(3), 66-77. 

https://doi.org/10.30574/gscarr.2024.18.3.0090  

Nazar, M., Alam, M. M., Yafi, E., & Su'ud, M. M. 

(2021). A Systematic Review of Human–

Computer Interaction and Explainable 

Artificial Intelligence in Healthcare With 

Artificial Intelligence Techniques. IEEE 

Access, 9(NA), 153316-153348. 

https://doi.org/10.1109/access.2021.3127881  

Páez, A. (2019). The Pragmatic Turn in Explainable 

Artificial Intelligence (XAI). Minds and 

Machines, 29(3), 441-459. 

https://doi.org/10.1007/s11023-019-09502-w  

Pantano, E., & Pizzi, G. (2020). Forecasting artificial 

intelligence on online customer assistance: 

Evidence from chatbot patents analysis. 

Journal of Retailing and Consumer Services, 

55(NA), 102096-102104. 

https://doi.org/10.1016/j.jretconser.2020.10209

6  

Panwar, M., Wadhwa, A., & Pippal, S. (2021). 

Recommendation System with Exploratory 

Data Analytics using Machine Learning. 2021 

3rd International Conference on Advances in 

Computing, Communication Control and 

Networking (ICAC3N), NA(NA), 84-87. 

https://doi.org/10.1109/icac3n53548.2021.972

5582  

Parisineni, S. R. A., & Pal, M. (2023). Enhancing trust 

and interpretability of complex machine 

learning models using local interpretable model 

agnostic shap explanations. International 

Journal of Data Science and Analytics, 18(4), 

457-466. https://doi.org/10.1007/s41060-023-

00458-w  

https://journal.aimintlllc.com/index.php/ITEJ
https://doi.org/10.1016/j.heliyon.2023.e16110
https://doi.org/10.4018/979-8-3693-3264-1.ch008
https://doi.org/10.4018/979-8-3693-3264-1.ch008
https://doi.org/10.1007/s11633-022-1407-3
https://doi.org/10.1007/978-981-97-7371-8_23
https://doi.org/10.1007/978-981-97-7371-8_23
https://doi.org/10.1108/intr-08-2021-0600
https://doi.org/10.1108/intr-08-2021-0600
https://doi.org/10.1016/j.artint.2021.103473
https://doi.org/10.1109/ojcs.2023.3336904
https://doi.org/10.1080/0142159x.2022.2130216
https://doi.org/10.1080/0142159x.2022.2130216
https://doi.org/10.1007/s12525-022-00607-2
https://doi.org/10.1007/s12525-022-00607-2
https://doi.org/10.1109/edocw52865.2021.00028
https://doi.org/10.1109/edocw52865.2021.00028
https://doi.org/10.30574/gscarr.2024.18.3.0090
https://doi.org/10.1109/access.2021.3127881
https://doi.org/10.1007/s11023-019-09502-w
https://doi.org/10.1016/j.jretconser.2020.102096
https://doi.org/10.1016/j.jretconser.2020.102096
https://doi.org/10.1109/icac3n53548.2021.9725582
https://doi.org/10.1109/icac3n53548.2021.9725582
https://doi.org/10.1007/s41060-023-00458-w
https://doi.org/10.1007/s41060-023-00458-w


 Innovatech Engineering Journal 

DoI: 10.70937/itej.v2i01.53 

 

29 | P a g e  

 

Pathak, B., Garfinkel, R., Gopal, R., Venkatesan, R., & 

Yin, F. (2010). Empirical Analysis of the 

Impact of Recommender Systems on Sales. 

Journal of Management Information Systems, 

27(2), 159-188. 

https://doi.org/10.2753/mis0742-1222270205  

Philip Olaseni, S., & Babajide Tolulope, F. (2024). 

TRANSFORMING FINTECH FRAUD 

DETECTION WITH ADVANCED 

ARTIFICIAL INTELLIGENCE 

ALGORITHMS. Finance & Accounting 

Research Journal, 6(4), 602-625. 

https://doi.org/10.51594/farj.v6i4.1036  

Rahman, A. (2024a). AI And Machine Learning In 

Business Process Automation: Innovating 

Ways AI Can Enhance Operational Efficiencies 

Or Customer Experiences In U.S. Enterprises. 

Journal of Machine Learning, Data 

Engineering and Data Science, 1(01), 41-62. 

https://doi.org/10.70008/jmldeds.v1i01.41  

Rahman, A. (2024b). It Project Management 

Frameworks: Evaluating Best Practices And 

Methodologies For Successful It Project 

Management. Academic Journal on Artificial 

Intelligence, Machine Learning, Data Science 

and Management Information Systems, 1(01), 

57-76. 

https://doi.org/10.69593/ajaimldsmis.v1i01.12

8  

Rahman, A., Saha, R., Goswami, D., & Mintoo, A. A. 

(2024). Climate Data Management Systems: 

Systematic Review Of Analytical Tools For 

Informing Policy Decisions. Frontiers in 

Applied Engineering and Technology, 1(01), 

01-21. 

https://journal.aimintlllc.com/index.php/FAET

/article/view/3  

Rawat, R. M., Tomar, V., & Kumar, V. (2020). An 

Embedding-based Deep Learning Approach for 

Movie Recommendation. 2020 5th 

International Conference on Communication 

and Electronics Systems (ICCES), NA(NA), 

1145-1150. 

https://doi.org/10.1109/icces48766.2020.9137

998  

Rizinski, M., Peshov, H., Mishev, K., Chitkushev, L. T., 

Vodenska, I., & Trajanov, D. (2022). Ethically 

Responsible Machine Learning in Fintech. 

IEEE Access, 10(NA), 97531-97554. 

https://doi.org/10.1109/access.2022.3202889  

Rubel, M. T. H., Emran, A. K. M., Borna, R. S., Saha, 

R., & Hasan, M. (2024). Ai-Driven Big Data 

Transformation And Personally Identifiable 

Information Security In Financial Data: A 

Systematic Review. Journal of Machine 

Learning, Data Engineering and Data Science, 

1(01), 114-128. 

https://doi.org/10.70008/jmldeds.v1i01.47  

Saeed, W., & Omlin, C. (2023). Explainable AI (XAI): 

A systematic meta-survey of current challenges 

and future opportunities. Knowledge-Based 

Systems, 263(NA), 110273-NA. 

https://doi.org/10.1016/j.knosys.2023.110273  

Sahu, G., Singh, G., Singh, G., & Gaur, L. (2024). 

Exploring new dimensions in OTT 

consumption: an empirical study on perceived 

risks, descriptive norms and goal-directed 

behaviour. Asia Pacific Journal of Marketing 

and Logistics, 36(7), 1634-1656. 

https://doi.org/10.1108/apjml-07-2023-0690  

Schoonderwoerd, T., Jorritsma, W., Neerincx, M. A., & 

van den Bosch, K. (2021). Human-centered 

XAI : Developing design patterns for 

explanations of clinical decision support 

systems. International Journal of Human-

Computer Studies, 154(NA), 102684-NA. 

https://doi.org/10.1016/j.ijhcs.2021.102684  

Shamim, M. I. (2022). Exploring the success factors of 

project management. American Journal of 

Economics and Business Management, 5(7), 

64-72. 

Sharma, S., Singh, G., Gaur, L., & Afaq, A. (2022). 

Exploring customer adoption of autonomous 

shopping systems. Telematics and Informatics, 

73(NA), 101861-101861. 

https://doi.org/10.1016/j.tele.2022.101861  

Sheu, R.-K., & Pardeshi, M. S. (2022). A Survey on 

Medical Explainable AI (XAI): Recent 

Progress, Explainability Approach, Human 

Interaction and Scoring System. Sensors 

(Basel, Switzerland), 22(20), 8068-8068. 

https://doi.org/10.3390/s22208068  

Sulikowski, P., & Zdziebko, T. (2020). Deep Learning-

Enhanced Framework for Performance 

Evaluation of a Recommending Interface with 

Varied Recommendation Position and Intensity 

Based on Eye-Tracking Equipment Data 

Processing. Electronics, 9(2), 266-NA. 

https://doi.org/10.3390/electronics9020266  

https://journal.aimintlllc.com/index.php/ITEJ
https://doi.org/10.70937/itej.v2i01.48
https://doi.org/10.2753/mis0742-1222270205
https://doi.org/10.51594/farj.v6i4.1036
https://doi.org/10.70008/jmldeds.v1i01.41
https://doi.org/10.69593/ajaimldsmis.v1i01.128
https://doi.org/10.69593/ajaimldsmis.v1i01.128
https://journal.aimintlllc.com/index.php/FAET/article/view/3
https://journal.aimintlllc.com/index.php/FAET/article/view/3
https://doi.org/10.1109/icces48766.2020.9137998
https://doi.org/10.1109/icces48766.2020.9137998
https://doi.org/10.1109/access.2022.3202889
https://doi.org/10.70008/jmldeds.v1i01.47
https://doi.org/10.1016/j.knosys.2023.110273
https://doi.org/10.1108/apjml-07-2023-0690
https://doi.org/10.1016/j.ijhcs.2021.102684
https://doi.org/10.1016/j.tele.2022.101861
https://doi.org/10.3390/s22208068
https://doi.org/10.3390/electronics9020266


Innovatech Engineering Journal 
Page No: 12-30 

 

30 | P a g e  

 

Talaat, F. M., Aljadani, A., Alharthi, B., Farsi, M. A., 

Badawy, M., & Elhosseini, M. (2023). A 

Mathematical Model for Customer 

Segmentation Leveraging Deep Learning, 

Explainable AI, and RFM Analysis in Targeted 

Marketing. Mathematics, 11(18), 3930-3930. 

https://doi.org/10.3390/math11183930  

Trivedi, S. (2024). Explainable Artificial Intelligence in 

Consumer-Centric Business Practices and 

Approaches. In (pp. 36-55). IGI Global. 

https://doi.org/10.4018/979-8-3693-1918-

5.ch002  

Ushada, M., Trapsilawati, F., Amalia, R., & Putro, N. A. 

S. (2022). Modeling Trust Decision-Making of 

Indonesian Food and Beverage SME Groups in 

the Adoption of Industry 4.0. Cybernetics and 

Systems, 55(2), 534-550. 

https://doi.org/10.1080/01969722.2022.21220

11  

Vale, D., El-Sharif, A., & Ali, M. (2022). Explainable 

artificial intelligence (XAI) post-hoc 

explainability methods: risks and limitations in 

non-discrimination law. AI and Ethics, 2(4), 

815-826. https://doi.org/10.1007/s43681-022-

00142-y  

Vitorino, L., de Lima, E. S., & Fernandes, C. E. (2022). 

An Evaluation of Artificial Intelligence 

Components in E-Commerce Fashion 

Platforms. In (Vol. NA, pp. 276-285). Springer 

International Publishing. 

https://doi.org/10.1007/978-3-031-04826-5_27  

Wang, C., Zhang, J., Lassi, N., & Zhang, X. (2022). 

Privacy Protection in Using Artificial 

Intelligence for Healthcare: Chinese Regulation 

in Comparative Perspective. Healthcare (Basel, 

Switzerland), 10(10), 1878-1878. 

https://doi.org/10.3390/healthcare10101878  

Weber, P., Carl, K. V., & Hinz, O. (2023). Applications 

of Explainable Artificial Intelligence in 

Finance—a systematic review of Finance, 

Information Systems, and Computer Science 

literature. Management Review Quarterly, 

74(2), 867-907. 

https://doi.org/10.1007/s11301-023-00320-0  

Yu, J., Jingjing, S., Chen, Y., Wenhai, L., Kai, L., & Xie, 

Z. (2021). Enhancing Collaborative Filtering 

Recommendation by User Interest Probability. 

2021 4th International Conference on Artificial 

Intelligence and Big Data (ICAIBD), NA(NA), 

525-529. 

https://doi.org/10.1109/icaibd51990.2021.9459

028  

Zhang, S., Yao, L., Sun, A., & Tay, Y. (2019). Deep 

Learning Based Recommender System: A 

Survey and New Perspectives. ACM 

Computing Surveys, 52(1), 5-38. 

https://doi.org/10.1145/3285029  

Zhang, Y., & Chen, X. (2020). Explainable 

Recommendation: A Survey and New 

Perspectives. Foundations and Trends® in 

Information Retrieval, 14(1), 1-101. 

https://doi.org/10.1561/1500000066  

Zhu, Q., Ruan, Y., Liu, S., Yang, S.-B., Wang, L., & 

Che, J. (2023). Cross-border electronic 

commerce's new path: from literature review to 

AI text generation. Data Science and 

Management, 6(1), 21-33. 

https://doi.org/10.1016/j.dsm.2022.12.001  

Zimmermann, R., Mora, D., Cirqueira, D., Helfert, M., 

Bezbradica, M., Werth, D., Weitzl, W. J., Riedl, 

R., & Auinger, A. (2022). Enhancing brick-and-

mortar store shopping experience with an 

augmented reality shopping assistant 

application using personalized 

recommendations and explainable artificial 

intelligence. Journal of Research in Interactive 

Marketing, 17(2), 273-298. 

https://doi.org/10.1108/jrim-09-2021-0237  

 

https://journal.aimintlllc.com/index.php/ITEJ
https://doi.org/10.3390/math11183930
https://doi.org/10.4018/979-8-3693-1918-5.ch002
https://doi.org/10.4018/979-8-3693-1918-5.ch002
https://doi.org/10.1080/01969722.2022.2122011
https://doi.org/10.1080/01969722.2022.2122011
https://doi.org/10.1007/s43681-022-00142-y
https://doi.org/10.1007/s43681-022-00142-y
https://doi.org/10.1007/978-3-031-04826-5_27
https://doi.org/10.3390/healthcare10101878
https://doi.org/10.1007/s11301-023-00320-0
https://doi.org/10.1109/icaibd51990.2021.9459028
https://doi.org/10.1109/icaibd51990.2021.9459028
https://doi.org/10.1145/3285029
https://doi.org/10.1561/1500000066
https://doi.org/10.1016/j.dsm.2022.12.001
https://doi.org/10.1108/jrim-09-2021-0237

